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ABSTRACT
Low-resource Complex Named Entity Recognition aims to detect
entities with the form of any linguistic constituent under scenarios
with limited manually annotated data. Existing studies augment the
text through the substitution of same type entities or language mod-
eling, but suffer from the lower quality and the limited entity con-
text patterns within low-resource corpora. In this paper, we propose
a novel data augmentation method E2DA from both exogenous and
endogenous perspectives. As for exogenous augmentation, we treat
the limited manually annotated data as anchors, and leverage the
powerful instruction-following capabilities of Large Language Mod-
els (LLMs) to expand the anchors by generating data that are highly
dissimilar from the original anchor texts in terms of entity mentions
and contexts. As regards the endogenous augmentation, we explore
diverse semantic directions in the implicit feature space of the orig-
inal and expanded anchors for effective data augmentation. Our
complementary augmentation method from two perspectives not
only continuously expands the global text-level space, but also fully
explores the local semantic space for more diverse data augmenta-
tion. Extensive experiments on 10 diverse datasets across various
low-resource settings demonstrate that the proposed method excels
significantly over prior state-of-the-art data augmentation methods.

CCS CONCEPTS
• Computing methodologies→ Information extraction; • In-
formation systems→ Information retrieval query process-
ing.
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1 INTRODUCTION
Named Entity Recognition (NER) is a core task in information
extraction, which benefits web search [6, 12, 21, 26, 47], recom-
mendation [18, 50], entity set expansion [30, 32, 48, 49, 52], entity
labeling [17, 34] and so on [10, 25, 31, 36, 54]. NER is to detect the
entity mention in a text and assign it a predefined category (e.g.,
𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛, 𝑔𝑟𝑜𝑢𝑝). Complex named entities which are collected from
search queries and take the form of any linguistic constituent such
as imperative clause (e.g., movie “Dial M for Murder”), pose chal-
lenges for NER systems, and have been recently attracting extensive
attention [24]. Complex NER plays a vital role in advancing the
application of NER tasks, and low-resource settings further extend
its applicability to a broader spectrum of scenarios.

Data augmentation technique has been shown to be a promis-
ing way for low-resource scenarios [13, 44]. Prior studies explore
data augmentation for NER, which can be broadly classified into
two types: substitution based and language model based methods.
Substitution based method [8, 43, 46] replaces entities or tokens
with other ones of the same type, which are sampled from the train-
ing corpus or external knowledge base (e.g., synonyms retrieved
from WordNet [11]). Language model based methods generate the
augmented data based on discriminative or generative language
models. Some of the methods mask and replace entity tokens using
the mask language modeling (MLM) of discriminative language
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Figure 1: Our method E2DA explicitly generates more di-
verse textual data which are highly dissimilar from original
low-resource data (Exogenous Augmentation), and searches for
diverse implicit semantic directions based on representation
of each word in the sentence (Endogenous Augmentation).

model [22, 55]. In the other part, generative language models un-
leash their abilities of next token prediction for producing new
sentences [9, 14, 23]. However, existing data augmentation meth-
ods for complex NER encounter limitations in two critical aspects:
(1) Limited diversity of augmented data: the augmented data
derive from the low-resource training corpus via entity replacement
or language model generation, and then possess the similar entity
context patterns with original low-resource data, which leads to
the poorer data augmentation diversity. (2) Limited quantity of
augmented data: current methods can explicitly generate as much
text as possible, but may be computationally intensive and suffer
from context-entity mismatch issue or incoherent augmentations.
Excessive augmented data greatly increase the risk of introducing
text noise. This also leads to only a limited amount of augmented
data being utilized due to lower data augmentation quality.

To this end, we develop the exogenous and endogenous data aug-
mentation method E2DA for low-resource complex NER built upon
vector decomposition based task disentanglement framework, which
decomposes NER task into entity detection and type prediction
sub-task for reducing the learning difficulty of complex entities and
providing better basic performance especially under low-resource
scenarios. The exogenous data augmentation and endogenous data
augmentation processes are as follows:

(1) Exogenous Data Augmentation: compared to traditional
pre-trained language models such as T5 [29] and BART [20], large
language models (LLMs) like ChatGPT have demonstrated the im-
pressive instruction-following ability. Therefore, we design the
instruction for prompting LLM to generate new data which are
highly dissimilar from the original low-resource training corpus
in terms of entity mentions and contexts, and propose the self-
reflection strategy for refining the quality of the augmented data.
Previous methods whether knowledge base based entity substi-
tution or language model based new text construction for data
augmentation, are essentially the simple extension of the original
training data where the augmented data have similar entity con-
text patterns. Instead, our LLM based data augmentation, on the
one hand, generates more diverse data through explicit instruction
constraints, and on the other hand, offers the high usability and
scalability, eliminating the need for retraining language models.

(2) Endogenous Data Augmentation: prior work have con-
firmed that there exist many semantic directions in the deep fea-
ture space [3, 5, 37]. Moving a data sample along these directions

changes its features to match another sample of the same class but
with different semantics [16, 39]. For example, the semantic shift
of the group entity “ACM” for a certain direction may correspond
to another group entity “Springer”. Therefore, in two sub-tasks,
we can respectively obtain rich semantic features by searching for
such semantic directions on task-specific representations and then
effectively augment the training data as shown in Figure 1, which
reduces the risk of introducing the noisy text. However, it is not
a trivial work to look for such semantic directions. To capture the
meaningful semantic directions, we estimate the covariance matrix
for each class considering both entity mention and context to model
the intra-class semantic variations. Following this, the semantic
features from different directions are sampled based on a normal
distribution with the features of training samples as the mean and
the estimated matrix as the covariance. Finally, we derive a upper
bound of the loss function to utilize almost infinite semantic fea-
tures in diverse directions by directly minimizing the upper bound,
which contributes to the utilization of more quantity of augmented
data at the level of semantic space and unleashes the great potential
of data augmentation.

The major contributions of this paper are summarized as follows:
• Unlike prior data augmentation methods which explicitly gener-
ate textual content, we first perform data augmentation at the
level of semantic space for NER. This augmentation fully explores
meaningful semantic directions and utilizes almost infinite se-
mantic features in the implicit feature space by minimizing the
upper bound of derived loss function, alleviating the text noise
and efficiently employing more comprehensive augmentations.
• We first explore the ability of large language model to conduct
data augmentations for complex entities, which generates highly
diverse data samples according to the tailor-designed instruction
constraint and self-reflection strategy. This exogenous data aug-
mentation spreads the original low-resource data (anchor) to a
broader space, significantly improving the diversity.
• We conduct extensive experiments on 10 datasets across four
low-resource settings and confirm the significant superiority of
our method 1 (average 7.84% absolute increase at most).

2 RELATEDWORK
Complex Named Entity Recognition (NER) presents significant
challenges, as its context is less informative [2, 15] and its entities
are syntactically ambiguous and linguistically complex [1, 14], such
as infinitives (e.g., To Kill a Mockingbird). Low-resource scenarios
are closer to real applications, but also pose greater difficulties [35,
53]. Data augmentation has emerged as a promising solution to
the low-resource NER. Existing data augmentation studies can be
grouped into substitution based and language model based methods.

Substitution based Augmentation. These methods explore
effective data augmentations by replacing entities (tokens) with
existing entities (tokens) of the same type retrieved from the orig-
inal corpus or external knowledge base (e.g., WordNet [11]). For
example, Dai and Adel [8] designed several simple replacement
strategies, including synonym and mention replacement, etc. Wu
et al. [43] investigated the token substitution and mixup technique
with a unified meta-reweighting framework. Xu et al. [46] explored
1The code and data are available at https://github.com/AIRobotZhang/E2DA.
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Figure 2: Overview of E2DA, which is comprised of Vector Decomposition based Task Disentanglement for task-specific representations,
Exogenous Data Augmentation for diverse text-level samples, and Endogenous Data Augmentation for infinite semantic features.

the peer relation in which two entities are instances of the same
category and share similar features, and employed entity pairs with
peer relation as the augmentation data for training.

LanguageModel basedAugmentation. Languagemodel based
methods produce the augmented data by utilizing the mask lan-
guage modeling [22], or generating entirely new sentences with
generative language modeling [4, 9, 23]. Zhou et al. [55] injected
NER labels into the sentence for enabling the mask language mod-
eling to explicitly exploit label information, and then synthesized
the augmented data with novel entities. Ghosh et al. [14] masked
all other words in the sentence except the entities and keywords
for a new text reconstruction to generate diverse-pattern sentences
by combining existing text patterns. Recently, there has been a
growing trend of utilizing large language models (LLMs) for data
augmentation [28, 38, 40]. However, the effect of data augmentation
remains unexplored for complex NER task.

Different from prior data augmentation methods that suffer from
high complexity of complex entities, and then generate low-quality
and poor-diversity data, we propose a novel augmentation method
E2DA, which for the first time explores the meaningful semantic
directions for NER by minimizing a high-efficient loss upper bound,
and evokes the ability of LLMs to augment data with our tailor-
designed instructions and self-reflection strategies. We unleash the
complementarity of local semantic features and global text-level
data augmentations, increasing the efficacy of data augmentations
and inspiring a new perspective on NER data augmentation.

3 METHODOLOGY
We formally describes the low-resource complex named entity
recognition task in Sec. 3.1, and then depict our exogenous and
endogenous data augmentation method E2DA, which continuously
expands the original low-resource training data (anchor) and then
explores the vast seman tic space surrounding each sample. In
Figure 2, we give the overview of E2DA, where Vector Decompo-
sition based Task Disentanglement provides the task-specific
representations for each sample, Exogenous Augmentation gener-
ates diverse textual data relying on powerful instruction-following
ability of large language models (LLMs) and Endogenous Aug-
mentation explores the broad semantic space across meaningful
semantic directions for utilizing almost infinite semantic features.

3.1 Task Description
Named Entity Recognition (NER) aims to detect the entity 𝑒 with
the corresponding category from a sentence 𝑆=<𝑠1, 𝑠2, ..., 𝑠𝑛>. 𝑠𝑖
is a word (token) and 𝑛 is the length of 𝑆 . An entity 𝑒 is a text
mention in 𝑆 with an entity category 𝑐 (e.g., location, group): 𝑒 =<
(𝑠𝑠𝑡𝑎𝑟𝑡 , 𝑠𝑠𝑡𝑎𝑟𝑡+1, ..., 𝑠𝑒𝑛𝑑 ), 𝑐 >, where 𝑐 ∈ C𝑡𝑝 , and C𝑡𝑝 is the pre-
defined entity category set. The entity boundary is labeled by choos-
ing from C𝑠𝑝 = {B, I, O} where B indicates the first token of an entity,
I marks the other part of the entity, and O indicates the non-entity
token. A sentence 𝑆 may have one or more entities, or none at all.

Complex named entities, such as titles of creative works (e.g.,
movie and book names), are more than just simple nouns, making
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their recognition notably challenging [1]. They can take the form
of any linguistic constituent, like an imperative clause (“Dial M for
Murder”), and do not look like traditional named entities (e.g., per-
son names, location). This syntactic ambiguity makes it challenging
to recognize them based on their context [24]. Low-resource com-
plex named entity recognition involves learning a model with only
a limited amount (K) of labeled training data D available (e.g., K =
100, 200), further posing rigorous challenges for entity recognition.

3.2 Vector Decomposition based Task
Disentanglement

Complex NER is a difficult task that is reflected in both less rich
context and complicated entities. Complex NER benchmark datasets
are curated from search queries or voice commands, the context is
less informative and lacks surface features, and complex entities
like movie names are syntactically ambiguous and linguistically
complex, such as infinitives (e.g., To Kill a Mockingbird). In low-
resource situations, the challenge intensifies. Therefore, we first
propose a basic entity recognizer for reducing the difficulty of
task learning via vector decomposition based task disentanglement,
which leads to the smaller label space and purer task modeling.

Basic Encoder. Firstly, the sentence 𝑆 is encoded by pre-trained
language model. Specifically, 𝑆 = <𝑠1, 𝑠2, ..., 𝑠𝑛> is input into en-
coder to extract the contextual hidden representations of all words
H = <h1, h2, ..., h𝑛> ∈ R𝑛×𝑑 as:

H = Encoder(𝑆) (1)

where 𝑑 is the dimension of the last hidden layer.
Vector Decomposition. Task disentanglement aims to divide

theNER task into entity detection and type prediction sub-task, which
needs task-specific representations for separate sub-task modeling.
Entity detection sub-task detects the entity span (boundary) and type
prediction sub-task determines the entity type (category) for each
entity span. The vector decomposition, which breaks one vector
into two or more components (e.g., −→𝐴 = −→𝐵 + −→𝐶 + −→𝐷 ), is similar in
spirit to disentanglement [42, 45, 51]. Thus, we exploit the vector
disentanglement for obtaining task-specific representations. That is
the contextual hidden representation h𝑖 can be viewed as the combi-
nation of entity span, type and shared features (h𝑖 = h𝑠𝑝𝑎𝑛

𝑖
+ h𝑡𝑦𝑝𝑒

𝑖

+ h𝑠ℎ𝑎𝑟𝑒
𝑖

). h𝑠ℎ𝑎𝑟𝑒
𝑖

is extracted from h𝑖 based a shared extractor, and
then we can obtain the combination of two pure sub-task features
h𝑠𝑡
𝑖
by the differences between the initial contextual representations

h𝑖 and task-shared representations h𝑠ℎ𝑎𝑟𝑒
𝑖

as follows:

H𝑠ℎ𝑎𝑟𝑒 = Extractor𝑠ℎ𝑎𝑟𝑒𝑑 (H), h𝑠𝑡𝑖 = h𝑖 − h𝑠ℎ𝑎𝑟𝑒𝑖 (2)

where H𝑠ℎ𝑎𝑟𝑒 = <h𝑠ℎ𝑎𝑟𝑒1 , h𝑠ℎ𝑎𝑟𝑒2 , ..., h𝑠ℎ𝑎𝑟𝑒𝑛 >.
We then utilize the other two extractors to respectively get pure

entity span and type features based on the combination of two pure
sub-task features H𝑠𝑡 = <h𝑠𝑡1 , h𝑠𝑡2 , ..., h𝑠𝑡𝑛 >:

H𝑠𝑝𝑎𝑛 = Extractor𝑠𝑝𝑎𝑛 (H𝑠𝑡 ), H𝑡𝑦𝑝𝑒 = Extractor𝑡𝑦𝑝𝑒 (H𝑠𝑡 ) (3)

where H𝑠𝑝𝑎𝑛 = <h𝑠𝑝𝑎𝑛1 , h𝑠𝑝𝑎𝑛2 , ..., h𝑠𝑝𝑎𝑛𝑛 >, H𝑡𝑦𝑝𝑒 = <h𝑡𝑦𝑝𝑒1 , h𝑡𝑦𝑝𝑒2 ,

..., h𝑡𝑦𝑝𝑒𝑛 >. Finally, the two task-specific representations can be
respectively obtain via combining the shared features and respective

pure task features:

H𝑠𝑝 = H𝑠𝑝𝑎𝑛 + H𝑠ℎ𝑎𝑟𝑒 , H𝑡𝑝 = H𝑡𝑦𝑝𝑒 + H𝑠ℎ𝑎𝑟𝑒 (4)

where H𝑠𝑝 = <h𝑠𝑝1 , h𝑠𝑝2 , ..., h𝑠𝑝𝑛 >, H𝑡𝑝 = <h𝑡𝑝1 , h𝑡𝑝2 , ..., h𝑡𝑝𝑛 >. To en-
sure the orthogonality between vectors, we minimize the square of
dot product of pairwise vectors among the two pure sub-task rep-
resentations h𝑠𝑝𝑎𝑛

𝑖
, h𝑡𝑦𝑝𝑒

𝑖
and task-shared representations h𝑠ℎ𝑎𝑟𝑒

𝑖
:

L⊥ =

h𝑠𝑝𝑎𝑛𝑖
� h𝑠ℎ𝑎𝑟𝑒𝑖

2
+
h𝑡𝑦𝑝𝑒𝑖

� h𝑠ℎ𝑎𝑟𝑒𝑖

2
+
h𝑠𝑝𝑎𝑛𝑖

� h𝑡𝑦𝑝𝑒
𝑖

2

(5)

3.3 Exogenous Data Augmentation
Different from substitution of entities of the same type and new text
construction based on traditional pre-trained language models, off-
the-shelf large language models (LLMs) can generate more fluent
and diverse data with tailor-designed instructions, alleviating the
low quality and increasing the diversity of the augmented data
without extra retraining. Therefore, we propose the exogenous data
augmentation method based on LLMs.

Diverse Data Generation. First, we draw a sample of 𝑎 observa-
tions as the reference sentences from the low-resource training data
D. Given a prompt 𝜋0 and template F(·), we can get the instruction
F(𝑠𝑎𝑚𝑝𝑙𝑒𝑠, 𝜋0) and query the LLM to generate the new data:

𝑆 ← LLM(F(𝑠𝑎𝑚𝑝𝑙𝑒𝑠, 𝜋0)) (6)

where F(·) aims to fill the sampled data into the slots of prompt 𝜋0.
This process can generate multiple data by sampling and querying
the LLM multiple times. By adding the explicit descriptions into
prompt 𝜋0 for requesting to generate highly dissimilar data from the
original corpus, such as “Please change the sentence structure, context,
entity information, etc., as much as possible”, we can initially obtain
the diverse augmented data 𝑆 . For the format of the generated data,
we can provide clear format definitions in prompt 𝜋0 for instructing
LLM to output in the pre-defined format. As shown in Figure 2, the
output format is that the entity is marked with “[”, “]” and followed
with its entity type. According to the pre-defined format, we can
parse the corresponding entities and their labels from the generated
data, thereby obtaining the augmented data with labels.

Self-Reflection Strategy. Recent studies have shown that LLM
possesses inherent reflective capacities to refine knowledge to a cer-
tain degree [19, 33]. Inspired by this, we develop the self-reflection
strategy to recheck the generated data of LLM, such as the correct-
ness of labels and the diversity of text, to further improve the quality
of the generated data. Similarly, given the prompt 𝜋1 and template
F(·), we can get the instruction F(𝑠𝑎𝑚𝑝𝑙𝑒𝑠, 𝑆, 𝜋1), and then query
the LLM to recheck if 𝑆 is correctly labeled and dissimilar from
original low-resource data by giving the reason and final decision:

𝑅 ← LLM(F(𝑠𝑎𝑚𝑝𝑙𝑒𝑠, 𝑆, 𝜋1))

D̃ ←
{
D̃ ∪ 𝑆, if 𝑅 is “Yes”
D̃, otherwise

(7)

where 𝑅 ∈ {“Yes”, “No”} and 𝑆 will be expanded into the exogenous
augmentation corpus D̃ if 𝑅 is “Yes”.
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3.4 Endogenous Data Augmentation
Previous methods explicitly generate multiple samples by manipu-
lating the data augmentor many times. Nevertheless, the amount of
samples it generates is still limited and the generated data also suffer
from context-entity mismatch issue or incoherent augmentations
especially in complex NER. Instead, we propose endogenous data
augmentation from the semantic space perspective, which does not
need to explicitly generate textual content but explores more mean-
ingful and diverse semantic directions based on the task-specific
representations H𝑠𝑝 or H𝑡𝑝 . Next, we describe the endogenous data
augmentation procedure which is adopted in the same way in two
sub-tasks (entity detection and type prediction), and use Hr to refer
to the task-specific representations, use C to refer to C𝑠𝑝 or C𝑡𝑝 .

Intra-class Semantic Variations. Concretely, we first estimate
a covariance matrix Σ𝑐𝑖 for each class 𝑐𝑖 based on the features of all
the samples in class 𝑐𝑖 . Then, the augmented representation h̃r

𝑖
for

each token 𝑠𝑖 is obtained by turning hr
𝑖
along a random direction

sampled from a normal distribution N(0, 𝜆Σ𝑐𝑖 ) as:

h̃r𝑖 ∼ N(h
r
𝑖 , 𝜆Σ𝑐𝑖 ) (8)

where 𝜆 is the hyper-parameter and controls the strength of data
augmentation (𝜆 > 0). Next, a straightforward way to generate
as much augmentations as possible is to sample m times from the
distribution in Eq. 8. Then, we can train the entity recognition
model with the standard cross-entropy loss as follows:

Lm = − 1
𝑛

𝑛∑︁
𝑖=1

1
m

m∑︁
𝑘=1

𝑙𝑜𝑔
exp(w⊤𝑐𝑖h

r
𝑖,𝑘
+ 𝑏𝑐𝑖 )∑

𝑐 𝑗 ∈C exp(w⊤𝑐 𝑗 hr𝑖,𝑘 + 𝑏𝑐 𝑗 )
(9)

where [w⊤𝑐𝑖 ;𝑏𝑐𝑖 ] are parameters of classification head specific to the
class 𝑐𝑖 in the sub-task. It is worth noting that two sub-tasks have
different classification heads. hr

𝑖,𝑘
indicates the 𝑘-th sampling based

on Eq. 8 for hr
𝑖
. However, above procedure still needs to explicitly

augment multiple times, and the sampling variance is unstable and
limited for low-resource data when m is a finite number.

Utilization of Almost Infinite Semantic Features. Therefore,
we set m→∞ for considering all meaningful features across diverse
semantic directions, the loss can be formalized as:

LENDA = − 1
𝑛

𝑛∑︁
𝑖=1
Eh̃r

𝑖

[
𝑙𝑜𝑔

exp(w⊤𝑐𝑖 h̃
r
𝑖
+ 𝑏𝑐𝑖 )∑

𝑐 𝑗 ∈C exp(w⊤𝑐 𝑗 h̃r𝑖 + 𝑏𝑐 𝑗 )

]
(10)

However, Eq. 10 takes the mathematical expectations and is diffi-
cult to implement and compute. Therefore, we make the following
derivations to get the upper bound of Eq. 10:

(1) Following the operation rules for exponential and logarithmic
functions, the equation can be directly transformed as follows:

LENDA =
1
𝑛

𝑛∑︁
𝑖=1
Eh̃r

𝑖

𝑙𝑜𝑔
∑︁
𝑐 𝑗 ∈C

exp((w⊤𝑐 𝑗 −w
⊤
𝑐𝑖
)h̃r𝑖 + (𝑏𝑐 𝑗 − 𝑏𝑐𝑖 ))


(11)

(2) According to Jensen’s inequality E [𝑙𝑜𝑔𝑋 ] ≤ 𝑙𝑜𝑔E [𝑋 ], we
can further derive as:

LENDA ≤
1
𝑛

𝑛∑︁
𝑖=1

𝑙𝑜𝑔
∑︁
𝑐 𝑗 ∈C

Eh̃r
𝑖

[
exp((w⊤𝑐 𝑗 −w

⊤
𝑐𝑖
)h̃r𝑖 + (𝑏𝑐 𝑗 − 𝑏𝑐𝑖 ))

]
(12)

(3) According to the Moment Generating Function (MGF) [27],
that is 𝑀𝑋 (𝑡) = E [exp(𝑡𝑋 )] = exp(𝑡𝜇 + 1

2𝜎
2𝑡2), 𝑋 ∼ N(𝜇, 𝜎2).

Exactly seen from Eq. 8 and 12, (w⊤𝑐 𝑗 −w
⊤
𝑐𝑖
)h̃r𝑖 + (𝑏𝑐 𝑗 − 𝑏𝑐𝑖 )︸                               ︷︷                               ︸
𝑋

∼

N((w⊤𝑐 𝑗 −w
⊤
𝑐𝑖
)hr𝑖 + (𝑏𝑐 𝑗 − 𝑏𝑐𝑖 )︸                               ︷︷                               ︸

𝜇

, 𝜆(w⊤𝑐 𝑗 −w
⊤
𝑐𝑖
)Σ𝑐𝑖 (w𝑐 𝑗 −w𝑐𝑖 )︸                                ︷︷                                ︸
𝜎2

), and

𝑡 = 1. Furthermore, Eq. 12 can be written as follows:

LENDA ≤ L̄ENDA =
1
𝑛

𝑛∑︁
𝑖=1

𝑙𝑜𝑔
∑︁
𝑐 𝑗 ∈C

exp((w⊤𝑐 𝑗 −w
⊤
𝑐𝑖
)hr𝑖

+(𝑏𝑐 𝑗 − 𝑏𝑐𝑖 ) +
𝜆

2 (w
⊤
𝑐 𝑗
−w⊤𝑐𝑖 )Σ𝑐𝑖 (w𝑐 𝑗 −w𝑐𝑖 ))

(13)

(4) Under low-resource scenarios, the amount of data for each
class is limited which may impair the estimate of covariance ma-
trix. Therefore, we further explicitly take entity mention and its
context into account for capturing more precise intra-class seman-
tic variations. For entity mention itself, we only input the entity
into the vector decomposition based task disentanglement frame-
work for task-specific representations Er = <er1, e

r
2, ..., e

r
𝑙
>. For its

context, we mask the entity mention and input it into the same
framework for task-specific representations Tr = <tr1, t

r
2, ..., t

r
𝑛>.

Then we can respectively get the inequality in Eq. 12 for entity
mention and context. According to the property of multiple random
variables in the Moment Generating Function (MGF): 𝑍 = 𝑋 + 𝛽𝑌 ,
𝑀𝑍 (𝑡) = 𝑀𝑋 (𝑡) · 𝑀𝑌 (𝛽𝑡), we can further strengthen the upper
bound of endogenous augmentations with entity mention and con-
text for each entity token as follows:

L̄ENDA =
1
𝑛

𝑛∑︁
𝑖=1

𝑙𝑜𝑔
∑︁
𝑐 𝑗 ∈C

exp((w⊤𝑐 𝑗 −w
⊤
𝑐𝑖
)z𝑖 + 𝜂 (𝑏𝑐 𝑗 − 𝑏𝑐𝑖 )

+𝜆2 (w
⊤
𝑐 𝑗
−w⊤𝑐𝑖 )Ψ𝑐𝑖 (w𝑐 𝑗 −w𝑐𝑖 ))

(14)

where z𝑖 = hr
𝑖
+𝛽er

𝑖
+𝛾tr

𝑖
,𝜂 = 1+𝛽+𝛾 ,Ψ𝑐𝑖 = Σ𝑐𝑖 +𝛽2Σ𝑒𝑐𝑖 +𝛾

2Σ𝑡𝑐𝑖 . Σ
𝑒
𝑐𝑖
is

the estimated covariance matrix only based on entity features er
𝑖
of

all the samples in class 𝑐𝑖 , and Σ𝑡𝑐𝑖 is estimated by context features
tr
𝑖
. 𝛽 and 𝛾 are hyper-parameters which control the strength of

semantic augmentations for entity mention and context.

3.5 Training Optimization and Prediction
This section describes how to optimize our method E2DA during
training and how to infer during prediction phase.

Training Optimization. The overall training objective, which
is minimized during training, is defined as follows:

L = L̄𝑠𝑝

ENDA + L̄
𝑡𝑝

ENDA + 𝛼L⊥ (15)

where L̄𝑠𝑝

ENDA and L̄𝑡𝑝

ENDA are respectively the upper bound of
endogenous augmentation for entity detection and type prediction
sub-tasks based on Eq. 14. 𝛼 is the hyper-parameter. Considering
the data quality generated by the LLM, we first train the model on
the exogenous augmentation corpus D̃ and then fine-tune it on the
original low-resource training data D, both based on Eq. 15.

634



SIGIR ’24, July 14–18, 2024, Washington, DC, USA Xinghua Zhang et al.

Table 1: The statistics of datasets with 4 low-resource settings.

En Bn Hi De Es

#Train K=100, 200, 500, 1000
#Dev 800 800 800 800 800
#Test 217,818 133,119 141,565 217,824 217,887

Ko Nl Ru Tr Zh

#Train K=100, 200, 500, 1000
#Dev 800 800 800 800 800
#Test 178,249 217,337 217,501 136,935 151,661

Prediction. We use the Softmax function to get probability dis-
tributions for each word (token) 𝑠𝑖 in two sub-tasks respectively:

𝑝 (𝑐 |𝑠𝑖 ) =
exp{w⊤𝑐 hr𝑖 + 𝑏𝑐𝑖 }∑

𝑐 𝑗 ∈C exp{w⊤𝑐 𝑗 hr𝑖 + 𝑏𝑐 𝑗 }
𝑦 = arg max

𝑐
𝑝 (𝑐 |𝑠𝑖 )

(16)

where hr
𝑖
is respectively h𝑠𝑝

𝑖
and h𝑡𝑝

𝑖
, and C is respectively C𝑠𝑝

= {B, I, O} and C𝑡𝑝 = {location, group, ..., O} in entity detection and
type prediction sub-tasks. 𝑦 is the predicted label in two sub-tasks.
Therefore, during prediction phase, we can get the entity mentions
for each sentence 𝑆 =< 𝑠1, 𝑠2, ..., 𝑠𝑛 > based on the predicted labels
in entity detection sub-task. Based on the detected entities, we use
the predicted label of the rightmost token for each entity in type
prediction sub-task, which is viewed as the entity type of the whole
entity. If the predicted entity type is O, the entity is discarded.

4 EXPERIMENTS
We aim to answer the following research questions as follows:
• RQ1: Has E2DA shown a notable improvement in performance?
• RQ2: How significant a role have exogenous augmentations played?
• RQ3: What are the advantages of endogenous augmentations?

4.1 Experimental Datasets
We utilize the large multilingual benchmark MultiCoNER [24] for
complex NER, which is collected from Bing search queries, ques-
tions and Wiki sentences. The dataset represents great challenges
in NER due to the complex entity mentions and contexts. Following
Ghosh et al. [14], we conduct experiments on a set of 10 languages
including English (En), Bengali (Bn), Hindi (Hi), German (De), Span-
ish (Es), Korean (Ko), Dutch (Nl), Russian (Ru), Turkish (Tr) and
Chinese (Zh). Each language dataset has 6 entity types: person,
location, corporation, groups (such as political party names), prod-
uct (consumer products such as apple iPhone 6), and creative work
(movie/song/book titles such as Mr. Smith Goes to Washington).
We perform the low-resource complex NER experiments on four
settings (K=100, 200, 500, 1000) following Ghosh et al. [14], that is
the number of training data is respectively 100, 200, 500 and 1000.
The validation (Dev) and test dataset are the same under different
low-resource settings. The detailed statistics of datasets are shown
in Table 1. It is worth noting that the number of data in test sets is
large (0.1 million level), which can better testify the effectiveness
and generalization of the methods.

4.2 Experimental Settings
4.2.1 Setup and Evaluation. All hyper-parameters are tuned ac-
cording to the results on dev set with grid-search. The maximum
training epoch is 500 and the learning rate is 1e-5. The batch size
is set to 16 by tuning from {8, 16, 32}. 𝛼 is set to 0.01, 𝛽 and 𝛾 are
all set to 0.1 by tuning from {0.05, 0.1, 0.5, 1.0}. 𝜆 = 𝑡/𝑇 × 𝜆0 dy-
namically increases with the training process due to the inaccurate
estimate of covariance in the early stage, where 𝜆0 is set to 1.5, 𝑡
is the current epoch and 𝑇 is the total epochs. The number of the
reference sentences 𝑎 is set to 10, balancing the performance and
LLM’s limitations (such as input length, and cost). Under different
low-resource settings, the amount of augmented data is less than
or equal to five times the size of the original training set for fair
comparison with the competitive baseline ACLM [14]. Following
previous competitive baselines, we use XLM-RoBERTa-large [7]
as encoders. Extractor𝑠ℎ𝑎𝑟𝑒𝑑 , Extractor𝑠𝑝𝑎𝑛 , and Extractor𝑡𝑦𝑝𝑒 are
single-layer fully connected networks in our E2DA method. LLM
is gpt-3.5-turbo-0613 which is used by querying OpenAI API in
our experiments. We implement our method with Pytorch based
on huggingface Transformers [41], which is conducted on NVIDIA
Tesla V100 GPU. The baseline results are all reported by Ghosh
et al. [14]. In line with Ghosh et al. [14], we use the micro-F1 score
as the evaluation metric based on exact entity matching.

4.2.2 Baselines. Wemake comparisons with the following compet-
itive NER data augmentation baselines to confirm the effectiveness
of our proposed augmentation method: (1) Gold-Only trains the
NERmodel only on the low-resource training data without any data
augmentations. (2) LwTR [8] uses a label-wise token distribution
which is built from the original training set, to randomly select
another token with the same label for replacement, and whether to
replace is determined by a binomial distribution. (3) DAGA [9] first
linearizes the labeled sentences, then a language model is trained
on the linearized data and used to generate synthetic labeled data.
(4) MELM [55] first performs labeled sequence linearization to in-
sert the entity label tokens into the NER training sentences, which
is used for fine-tuning the masked entity language modeling. Fi-
nally, they get the augmented data by generating diverse entities
via masked entity prediction. (5) ACLM [14] formulates the data
augmentation as a conditional generation task where a conditional
text generation model generates the augmented data by introducing
new and diverse context patterns around an entity based on the
original low-resource training data.

4.3 Experimental Results
4.3.1 Main Results (RQ1). Table 2 gives the F1 scores on 10 datasets
(languages) under four different low-resource settings (100, 200,
500, and 1000). We show the absolute increase of our E2DA com-
pared to ACLM [14] in blue. We also report the average F1 score
for each low-resource setting in the last column of Table 2. We can
see that our data augmentation method E2DA achieves the notable
improvements under four low-resource scenarios.

Overall, the performance of nearly all methods tends to progres-
sively improve as the quantity of training data increases from 100
to 1000 in Table 2. Our E2DA method has more obvious advantages
(the improvement of 11.98% at most) under the lower-resource set-
tings (e.g., 100) due to the sufficient augmentations based on almost
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Table 2: F1 scores on 10 datasets under four different low-resource settings where the training set respectively contains 100, 200,
500 and 1000 sentences. We mark with Improv. and show the absolute increase compared to the previous state-of-the-art ACLM.

#Train Method En Bn Hi De Es Ko Nl Ru Tr Zh Average

100

Gold-only 29.36 14.49 18.80 37.04 36.30 12.76 38.78 23.89 24.13 14.18 24.97
LwTR [8] 48.60 20.25 29.95 48.38 44.08 35.09 43.00 39.22 30.58 27.70 36.68
DAGA [9] 16.24 5.87 10.40 32.44 27.78 19.28 15.44 11.14 16.17 10.33 16.51
MELM [55] 40.12 6.22 27.84 43.94 37.45 34.10 37.82 32.38 20.13 25.11 30.51
ACLM [14] 48.76 23.09 33.53 48.80 44.14 38.35 46.22 39.48 37.20 35.12 39.47

E2DA𝐼𝑚𝑝𝑟𝑜𝑣. 56.69↑7.93 35.07↑11.98 44.32↑10.79 56.02↑7.22 52.83↑8.69 47.77↑9.42 53.24↑7.02 44.36↑4.88 40.57↑3.37 42.26↑7.14 47.31↑7.84

200

Gold-only 51.83 19.31 33.68 49.62 45.16 42.51 47.83 31.55 26.76 32.34 38.06
LwTR [8] 52.88 23.85 34.27 50.31 47.01 42.77 52.01 40.18 35.92 30.57 40.98
DAGA [9] 33.30 17.12 19.58 35.10 33.56 26.50 38.04 29.83 23.35 25.66 28.20
MELM [55] 47.83 5.47 29.67 45.85 42.08 36.62 49.47 41.84 31.25 32.27 36.24
ACLM [14] 54.99 38.39 40.55 53.36 49.57 44.32 53.19 43.97 39.71 39.31 45.74

E2DA𝐼𝑚𝑝𝑟𝑜𝑣. 58.17↑3.18 40.15↑1.76 43.26↑2.71 57.73↑4.37 56.44↑6.87 48.14↑3.82 57.74↑4.55 48.98↑5.01 43.66↑3.95 40.54↑1.23 49.48↑3.74

500

Gold-only 55.51 34.60 38.66 55.95 51.52 48.57 50.97 45.14 38.83 38.84 45.86
LwTR [8] 56.97 35.42 37.83 55.91 54.74 49.36 56.10 46.82 39.00 38.55 47.07
DAGA [9] 44.62 22.36 24.30 43.02 42.77 36.23 47.11 30.94 30.84 33.79 35.60
MELM [55] 52.57 9.46 31.57 53.57 46.40 45.01 51.90 46.73 38.26 39.64 41.51
ACLM [14] 58.31 40.26 41.48 59.35 55.69 51.56 56.31 49.40 43.57 41.23 49.72

E2DA𝐼𝑚𝑝𝑟𝑜𝑣. 61.94↑3.63 41.47↑1.21 43.65↑2.17 63.26↑3.91 58.67↑2.98 53.65↑2.09 61.11↑4.80 53.70↑4.30 46.34↑2.77 46.00↑4.77 52.98↑3.26

1000

Gold-only 57.22 30.20 39.55 60.18 55.86 53.39 60.91 49.93 43.67 43.05 49.40
LwTR [8] 59.10 39.65 43.90 61.28 57.29 51.37 59.25 52.04 44.33 43.71 51.19
DAGA [9] 50.24 32.09 35.02 51.45 49.47 42.41 51.88 41.56 33.18 39.51 42.68
MELM [55] 53.48 6.88 37.02 58.69 52.43 50.50 56.25 48.99 36.83 38.88 44.00
ACLM [14] 60.14 42.42 48.20 63.80 58.33 55.55 61.22 54.31 48.23 45.19 53.74

E2DA𝐼𝑚𝑝𝑟𝑜𝑣. 62.22↑2.08 45.16↑2.74 50.51↑2.31 66.67↑2.87 60.42↑2.09 56.67↑1.12 64.16↑2.94 56.37↑2.06 48.75↑0.52 52.36↑7.17 56.33↑2.59

infinite semantic features and more diversified generated data in
the task disentanglement framework. DAGA [9] achieves the poor
performance because it may introduce too much text noise (e.g.,
incoherence). As DAGA [9] trains a LSTM-based recurrent neural
network language model (RNNLM) on the low-resource data for
generating new sentences, a small amount of data makes it difficult
to train languagemodels well, thus generating noisy augmentations,
which shows the risk faced by generative language model based
methods. Compared to both substitution based (such as LwTR [8])
and language model based methods (e.g., MELM [55], ACLM [14]),
our method has achieved significant improvements. The reason
may be that those baselines explicitly generate multiple synthesized
data to produce the effect, but increase the risk of introducing text
noise. And they directly utilize or synthesize the entity context
patterns based on the low-resource corpus, which has lower diver-
sity for the augmented data. In comparison with methods without
data augmentation (e.g., Gold-only in Table 2), E2DA respectively
achieves 22.34%, 11.42%, 7.12%, and 6.93% improvements under 4
low-resource settings, which confirms the necessity of data augmen-
tation and effectiveness of our method. As for training efficiency,
the number of processed batches per second (B/s) is 2.2 for E2DA
and 3.1 for standard NER model in ACLM [14]. Their prediction
efficiency is respectively 19.6 B/s (E2DA) and 21.7 B/s (ACLM).

4.3.2 Ablation Studies. To evaluate the effectiveness of each mod-
ule in our method, we perform the ablation studies in Table 3. We

Table 3: Ablation studies on dev set. The F1 score are averaged
over 10 datasets (languages) for each low-resource setting.

Method Dev F1
100 200 500 1000

E2DA (Ours) 63.64 68.01 73.06 76.33

w/o L⊥ 62.33 66.83 71.98 75.19
w/o Task Disentanglement 61.67 65.81 71.43 74.05
w/o Entity/Context Enhanced 61.99 66.36 72.56 75.55
w/o Endogenous DA 61.74 66.21 72.15 75.12
w/o Self-Reflection 62.55 66.64 71.36 75.19
w/o Exogenous DA 61.62 66.41 72.66 76.07

can see that: (1) Without the constraint of orthogonality (w/o L⊥)
among the two task-specific representations and task-shared repre-
sentations, the performance drops by 1.31%, 1.18%, 1.08%, and 1.14%
because the variant can not get more accurate task-specific features
and makes the representations vague without the explicit regu-
larization. (2) Vector decomposition based task disentanglement
contributes to 1.97%, 2.20%, 1.63%, and 2.28% increases because task
decomposition holds the lower learning difficulty in two sub-tasks
for complex NER. (3) If we do not consider the entity mention
and context for intra-class semantic variations, the performance
obviously decreases because low-resource data can not guarantee
the precise estimate of covariance, and the exploration of semantic
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Figure 3: The best performance changes as the training pro-
cess goes (K=100) with/without Exogenous Augmentation.

directions for entity mention and context strengthens the variance
estimate. (4) If we replace the endogenous loss L̄ENDA with the
standard cross-entropy loss (w/o Endogenous DA), F1 scores drop
by 1.90%, 1.80%, 0.91%, and 1.21% due to the lack of utilizing infinite
semantic features. (5) The self-reflection strategy contributes to
an average gain of 1.33% F1 score, resulting from the rechecking
ability of the LLM by the tailor-designed instructions which selects
the more valuable data from the generated data by the LLM. (6)
Exogenous data augmentation generates diverse data and then con-
tributes to the reliable improvements. By comparing the last two
rows, we observe that low-quality augmentations are more likely
to have a negative impact under the higher-resource settings.

4.4 Experimental Analyses
4.4.1 Impact of Exogenous Augmentation during Training Process
(RQ2). In Figure 3, we show the best F1 scores on dev sets with 100
training data as the training process goes. Our E2DA with/without
exogenous augmentation are respectively described with solid and
dashed lines. We also mark the best F1 score throughout the entire
training process with ★/△ for each dataset where the results on the
same dataset are marked in the identical color. We can observe that
the exogenous augmentation speeds the convergence of the model
where it achieves higher performance in the early stages and attains
optimal performance at the fastest speed with the support of the
exogenous augmentations. For example, E2DA achieves the best F1
score of 59.35% in the 1400-th iteration, while it only reaches 56.99%
with longer iteration rounds (5600 iterations) without exogenous
augmentation in Korean (Ko). This indicates that the exogenous aug-
mentation generates higher-quality and more diverse data, which
helps the model learn the task more comprehensively.

4.4.2 Impact of Endogenous Augmentation during Training Process
(RQ3). In Figure 4, we depict the learning curves of F1 scores on
dev sets during training when the number of training samples is 100.
We show the learning curves of our basic model with or without en-
dogenous augmentations, which are respectively marked with solid
and dashed lines for each dataset (language). We can observe that
the NER model with endogenous augmentations achieves the better
performance and holds more stable learning process under the low-
resource setting. In addition, we can see that the NERmodel without
endogenous augmentations has caused the overfitting problem due
to the less training data. For example, the gap between the red solid

Training Iterations (#batch × #epoch)

F1
 (%

)

En
En (w/o Endo)
Bn
Bn (w/o Endo)
Hi
Hi (w/o Endo)

De
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Ru (w/o Endo)

Gap

Figure 4: Performance changes as the training process goes
(K=100) with/without Endogenous Augmentation. Total itera-
tions equal the number of batches (#batch)× epochs (#epoch).

and dashed lines increases after 5000 training iterations for English
(En) dataset. The main reason is that endogenous augmentations
have alleviated the overfitting issue because it searches for the di-
verse semantic directions and utilizes more meaningful semantic
features surrounding the low-resource samples. The endogenous
data operation drives the NER model to capture more generalized
features within each class for effective and robust training.

4.4.3 Performance Gain of Exogenous and Endogenous Augmenta-
tion. To analyze the contributions of exogenous and endogenous
data augmentation to performance gains, we respectively give the
test F1 scores of using only endogenous data augmentation (DA)
and further introducing exogenous data augmentation (DA) under
four low-resource settings (100, 200, 500, 1000) in Table 4. Compared
to the previous state-of-the-art method ACLM [14], only endoge-
nous data augmentation method has achieved optimal results on
almost all datasets, respectively leading to an average increase of
4.75%, 1.98%, 1.83%, and 1.22% with 100, 200, 500, and 1000 training
sentences. It is worth noting that our endogenous DA method does
not require any additional explicit text data and only explores a
small amount of data samples in the implicit semantic space by min-
imizing the upper bound of the derived loss. However, ACLM [14]
retrains the language model for explicitly generating the text data
and then trains the NER model based on these generated data. Over-
all, the endogenous augmentation process is more effective and
efficient. Furthermore, we introduce the exogenous data augmenta-
tion to explicitly generate the more diverse data by querying the
off-the-shelf LLM with the tailor-designed instructions. And then,
the F1 score further increases by an average of 3.09%, 1.76%, 1.43%,
and 1.37% under four low-resource settings. Overall, combining the
exogenous and endogenous augmentations exerts a more potent
effect by comprehensively considering the intrinsic semantic fea-
tures and external task-related data, which significantly improves
the generalization of local semantics and global text samples.

4.4.4 Diversity Analysis of the Generated Data in Exogenous Aug-
mentation. Table 5 illustrates two examples for qualitative analysis.
The first one shows that the LLM has generated a similar sentence
with the original low-resource training data (Ref 1), which both
hold almost identical entity context patterns, leading to small in-
formation gains from the perspective of diversity. Fortunately, our
self-reflection strategy successfully detects the similarity, which
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Table 4: The performance of combining exogenous and endogenous data augmentations under four low-resource settings.

#Train Method En Bn Hi De Es Ko Nl Ru Tr Zh Average

100
ACLM [14] 48.76 23.09 33.53 48.80 44.14 38.35 46.22 39.48 37.20 35.12 39.47

Endogenous DA (Ours) 55.51 28.32 36.76 54.29 51.21 46.27 51.15 41.81 38.64 38.25 44.22
+ Exogenous DA (Ours) 56.69 35.07 44.32 56.02 52.83 47.77 53.24 44.36 40.57 42.26 47.31

200
ACLM [14] 54.99 38.39 40.55 53.36 49.57 44.32 53.19 43.97 39.71 39.31 45.74

Endogenous DA (Ours) 57.34 37.44 39.75 54.95 53.92 45.46 56.29 48.25 43.60 40.16 47.72
+ Exogenous DA (Ours) 58.17 40.15 43.26 57.73 56.44 48.14 57.74 48.98 43.66 40.54 49.48

500
ACLM [14] 58.31 40.26 41.48 59.35 55.69 51.56 56.31 49.40 43.57 41.23 49.72

Endogenous DA (Ours) 60.05 38.87 43.07 63.20 57.73 52.97 59.36 51.67 46.12 42.41 51.55
+ Exogenous DA (Ours) 61.94 41.47 43.65 63.26 58.67 53.65 61.11 53.70 46.34 46.00 52.98

1000
ACLM [14] 60.14 42.42 48.20 63.80 58.33 55.55 61.22 54.31 48.23 45.19 53.74

Endogenous DA (Ours) 61.52 42.60 48.42 66.90 59.69 55.11 61.95 55.85 46.62 50.89 54.96
+ Exogenous DA (Ours) 62.22 45.16 50.51 66.67 60.42 56.67 64.16 56.37 48.75 52.36 56.33

Table 5: Examples of the generated data by LLM and the self-reflection rechecking.

Reference Sentences Ref 1: he also played in [mestis]_GROUPS_ for [lempäälän kisa]_GROUPS_ , [kiekko-laser]_GROUPS_ and [jokipo-
jat]_GROUPS_ . · · · Ref 𝑎: · · ·

Generated Data (LLM) He also performed in [the NHL]_GROUPS_ for [the Toronto Maple Leafs]_GROUPS_, [the Montreal Canadiens]_GROUPS_,
and [the New York Rangers]_GROUPS_. ×

Recheck (LLM) Reason: The entities in the generated sentence are correctly labeled as [the NHL]_GROUPS_, [the Toronto Maple
Leafs]_GROUPS_, [the Montreal Canadiens]_GROUPS_, and [the New York Rangers]_GROUPS_. However, the generated
sentence is similar to Reference 1, which also mentions playing in different teams. Output: No

Reference Sentences Ref 1: one the days passed , the child would be gifted a name and a [bulla]_PRODUCT_ during a ceremony . · · · Ref 𝑎: · · ·

Generated Data (LLM) The [sunflower]_PRODUCT_ is a beautiful flower that blooms in the [garden]_LOCATION_ during the summer season. ✓

Recheck (LLM) Reason: The entities in the generated sentence are correctly labeled. The entity [sunflower] is labeled as _PRODUCT_ and the
entity [garden] is labeled as _LOCATION_. The generated sentence is not similar to any of the reference sentences. Output: Yes

Table 6: Diversity statistics on the generated data of the LLM
from perspectives of the entity and context.

200 500 1000
Entity Context Entity Context Entity Context

LwTR [8] 30.72 16.46 30.07 16.22 29.85 16.55
MELM [55] 94.85 0.0 94.37 0.0 95.13 0.0
ACLM [14] 35.64 22.48 44.12 41.16 50.10 34.84

E2DA 94.29 31.03 92.51 42.98 92.06 37.28

enhances the diversity and utility of the generated data in the finite
number of augmentations. The second example shows a positive
case which will be used for expanding the low-resource data, where
the LLM generates the text with significant differences from the
reference sentences. Meanwhile, we gives the quantitative experi-
ments in Table 6. Following Ghosh et al. [14], we separately calcu-
late the average percentage of new entities and non-entity words
(context) in the generated data compared with original training
data. We can see that our E2DA method generates more than 90%
of new entities and the highest percentage of contextual non-entity
words, overall superior to MELM [55] which just replaces entities
and ACLM [14] which only learns from the low-resource training

corpus and then generates new sentences. This confirms the advan-
tage of exogenous augmentation which fully explores and exploits
the instruction-following and self-reflection abilities of LLMs.

5 CONCLUSION AND FUTUREWORK
We propose the exogenous and endogenous data augmentation
E2DA where task disentanglement based NER framework serves as
the base model. The exogenous augmentation expands the original
low-resource data by introducing more diverse new data, relying
on the impressive instruction-following ability of the LLM. The
endogenous augmentation sufficiently explores the meaningful
semantic directions and exploits the infinite semantic features. Two
complementary data augmentations enhance the low-resource data
in terms of the local semantic and global text space, achieving
notable performance. For future work, the exogenous augmentation
quality can be further considered in the endogenous augmentation.
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