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ABSTRACT
MultiModal Sentence Summarization (MMSS) aims to generate a
brief summary based on the given source sentence and its associated
image. Previous studies on MMSS have achieved success by either
selecting the task-relevant visual information or filtering out the
task-irrelevant visual information to help the textual modality to
generate the summary. However, enhancing from a single perspec-
tive usually introduces over-preservation or over-compression
problems. To tackle these issues, we resort to Information Bottle-
neck (IB), which seeks to find a maximally compressed mapping of
the input information that preserves as much information about
the target as possible. Specifically, we propose a novel method, T3,
which adopts IB to balance the Trade-off between Task-relevant
and Task-irrelevant visual information through the variational
inference framework. In this way, the task-irrelevant visual infor-
mation is compressed to the utmost while the task-relevant visual
information is maximally retained. With the holistic perspective,
the generated summary could maintain as many key elements as
possible while discarding the unnecessary ones as far as possible.
Extensive experiments on the representative MMSS dataset demon-
strate the superiority of our proposed method. Our code is available
at https://github.com/YuanMinghuan/T3.

CCS CONCEPTS
• Information systems → Summarization; Multimedia infor-
mation systems; •Mathematics of computing→ Information
theory.
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1 INTRODUCTION
With the shift from unimodal towards multimodal in both academia
and industry in recent years [18, 36], more research on MultiModal
Summarization (MMS) has emerged [15, 20]. As an extension of Tex-
tual Summarization, MMS expands the breadth of summarization
by incorporating multiple modalities, such as images, leading to a
wider range of applications [20]. As the foundation of MMS, Multi-
Modal Sentence Summarization (MMSS) aims to generate a brief
summary based on the given source sentence and its associated
image [31], which has drawn growing research attention.

As the saying goes, an image is worth a thousand words, which
emphasizes the significant value of visual information to enhance
the textual semantics. However, only a small part of the ‘thousand
words’ about the image holds great relevance to the target sum-
mary in MMSS, while the rest is irrelevant. Therefore, the visual
information in the image could be divided into two categories:
task-relevant and task-irrelevant. Specifically, the task-relevant
information refers to the visual elements mentioned in the target
summary, thus such information should be included in the gener-
ated summary. Meanwhile, the task-irrelevant information implies
the visual background or attributes that should be excluded from
the target summary optionally.

Unluckily, previous studies on MMSS either devote to selecting
the task-relevant visual information [33, 40] or focus on filtering out
the task-irrelevant visual information [31, 59]. Despite their success,
these methods are exposed to the issues of over-preservation and
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a bus overturned and crashed in sou-
thwestern zimbabwe, killing ## peo-
ple and injuring at least ##, police 
said thursday.

sixteen die in bus crash in zimbabwe

Source Image Source Sentence

Target Summary

india defeated nigeria #-# on satur-
day to enter the semifinals of the 
men's field hockey competition of 
the afro-asian games.

india beats nigeria #-# in afro-asian 
games men's field hockey

Source Image Source Sentence

Target Summary

Figure 1: Examples of MultiModal Sentence Summarization.

over-compression since they are merely designed from a single
perspective. Specifically, over-preservation refers to the excessive
retention of some unnecessary details, leading to the presence of
redundant textual terms in the generated summary. For example, in
the top half of Fig. 1, the visual attribute ‘overturned’ depicting the
bus may result in the redundant term ‘overturn’ in the generated
summary. Over-compression may occur when the decisive visual
elements are compressed with the task-irrelevant visual informa-
tion at the same time, resulting in the lack of significant details
in the generated summary. Taking the bottom half of Fig. 1 as an
instance, the visual elements ‘male player’ and ‘hockey stick’ may
be compressed with the visual background simultaneously.

To tackle the above issues, Information Bottleneck (IB) is lever-
aged to find a maximally compressed mapping of the input image
that preserves sufficient information about the target summary. Ac-
cordingly, we propose a novelmethod termed asT3, which adopts IB
to balance theTrade-off betweenTask-relevant andTask-irrelevant
visual information from a holistic perspective. With the two-fold
goal above, two mutual information terms in IB cooperate with
each other correspondingly. Specifically, one term aims to compress
the task-irrelevant visual information, and the other intends to pre-
serve the task-relevant visual information. These two terms are
optimized collaboratively as a whole to avoid the potential prob-
lems of over-preservation and over-compression. In this way, we
obtain expressive visual representations with minimal sufficient
predictive power to perform MMSS.

Overall, our main contributions are as follows:

• To the best of our knowledge, we take the lead in considering
the task-relevant and task-irrelevant visual information from
a holistic perspective in MMSS.

• We propose a novel method, T3, which explores the trade-off
between the task-relevant and task-irrelevant visual infor-
mation under Information Bottleneck.

• Extensive experiments on the representative MMSS dataset
show that our proposed method significantly outperforms
the competitive baseline methods.

2 RELATEDWORK
2.1 MultiModal Summarization
With increasing research on multimodality [18, 36], MultiModal
Summarization (MMS) has attracted great attention [15, 20]. MMS
takes multimodal content, typically text and images, as input. Ac-
cording to the output modality, MMS can be divided into two tax-
onomies. One is only textual output [10, 30–32, 52]. The other is
multimodal output, usually text and images [3, 4, 9, 35, 49, 57, 60,
61, 65, 71], sometimes video is added as well [19, 21]. As the foun-
dation of MMS, MultiModal Sentence Summarization (MMSS) aims
to generate a brief summary based on the source sentence and its
associated image [31], which has drawn increasing attention from
researchers.

Existing MMSS studies could be roughly divided into two series
with respect to how the source image helps to enhance the textual
modality. One series of methods focus on compressing the task-
irrelevant visual information for summary generation. Specifically,
Li et al. [31] introduced an image filtering mechanism with two
types of image filters to strain the task-irrelevant visual informa-
tion out. Xiao et al. [59] proposed a Coarse-to-Fine contribution
network to eliminate the interference of useless visual information.
The other series of researches concentrate on preserving the task-
relevant visual information. Li et al. [33] proposed a multimodal
selective gate network that considers reciprocal relationships be-
tween textual and multilevel visual features. Lin et al. [40] proposed
a prompt-guided image encoding module and an explicit source crit-
ical token learning module to capture the critical to-be-summarized
information. In addition to the above two series of methods, Jing
et al. [22] introduced an additional pre-training stage, and Yong et al.
[62] utilized a larger language model as the backbone to further
boost the performance of MMSS.

Different from the two major series of methods, we take a holis-
tic perspective to balance the trade-off between compressing the
task-irrelevant visual information and preserving the task-relevant
visual information collaboratively, thereby alleviating the potential
impacts of over-preservation and over-compression.

2.2 Information Bottleneck
As an important part of information theory, Information Bottleneck
(IB) was first proposed by Tishby et al. [55], and was first intro-
duced into deep learning by Tishby and Zaslavsky [56]. On the
basis of Tishby and Zaslavsky [56], Shwartz-Ziv and Tishby [54]
further analyzed the training dynamics, learning processes, and
internal representations in deep learning. Then, Alemi et al. [1] first
proposed a variational approximation to IB named Deep Variational
Information Bottleneck, which allows us to parameterize the IB
using Deep Neural Networks and leverage the reparameterization
trick [24] for efficient training. Federici et al. [17] further extended
the IB to the unsupervised multi-view setting. Kawaguchi et al. [23]
mathematically related IB to generalization errors to provide the
first rigorous theory justifying the benefits of IB in deep learning.

IB has shown its sparkles in various areas such as Computer
Vision [2, 45], Natural Language Processing [44, 64, 69], and Rec-
ommendation Systems [7]. Despite the tremendous achievements
above, to the best of our knowledge, IB has not yet been explored
in MMSS, which is challenging and deserves the research attention.

2007



Exploring the Trade-Off within Visual Information for MultiModal Sentence Summarization SIGIR ’24, July 14–18, 2024, Washington, DC, USA

Discriminator

Variational
Encoding

Visual
Encoder

··· ···

···

···

···

···

Textual
Encoder

Source Image Source Sentence

Decoder

Textual
Encoder

Generated Summary

Target SummaryTraining & Inference

Training only

Concatenation

Maximizing

Minimizing

Figure 2: The workflow of our proposed method.

3 PRELIMINARY
3.1 Task Formulation
Based on the source sentence and its associated image, MMSS aims
to generate a brief summary. Formally, given the source sentence
𝑋 𝑡 = (𝑥𝑡1, 𝑥

𝑡
2, ..., 𝑥

𝑡
𝑛) which contains 𝑛 tokens and its associated

image𝑋 𝑣 , we aim to learn a generatorG to produce a brief summary
𝑌 = (𝑦1, 𝑦2, ..., 𝑦𝑙 ) with 𝑙 tokens:

𝑌 = GΘ (𝑋 𝑡 , 𝑋 𝑣), (1)

where Θ denotes the set of learnable parameters of the summary
generator G.

3.2 Information Bottleneck Principle
Information Bottleneck (IB) aims to find a maximally compressed
mapping of the input random variable 𝑋 that preserves as much
information as possible about the output random variable 𝑌 [1, 55,
56]. Formally, IB minimizes the following objective function:

L𝐼𝐵 = 𝐼 (𝑍 ;𝑋 ) − 𝛽𝐼 (𝑍 ;𝑌 ), (2)

where 𝐼 (·; ·) denotes the mutual information of two random vari-
ables, 𝑍 is the approximated minimal sufficient statistics of 𝑋 with
respect to 𝑌 . 𝛽 > 0 is the Lagrange multiplier which balances the
trade-off betweenminimizing 𝐼 (𝑍 ;𝑋 ) andmaximizing 𝐼 (𝑍 ;𝑌 ),
so that 𝑍 could compress the irrelevant information of 𝑋 while
preserving sufficient information towards 𝑌 .

4 METHOD
4.1 Overview
In this section, we detail the proposed method, T3, whose workflow
is shown in Fig. 2. Specifically, T3 consists of five modules: Source
Sentence Encoding, Source Image Encoding, Trade-Off within Vi-
sual Information, Summary Generation, and Model Training. Note

that in the Trade-Off within Visual Information module, the Task-
irrelevant Visual Information Compressing submodule and the
Task-relevant Visual Information Preserving submodule work col-
laboratively under Information Bottleneck, driving the visual rep-
resentations with minimal sufficient predictive ability for MMSS.

4.2 Source Sentence Encoding
Source sentence encoding aims to transform the discrete tokens
into continuous representations. We adopt the BART [28] encoder
to derive the contextual representations of the source sentence due
to its prominent performance in text generation tasks.

Following Lewis et al. [28], two special tokens, <s> and </s>,
are appended to the beginning and the end of the source sentence
respectively. Formally, let 𝑋 𝑡 = (𝑥𝑡0, 𝑥

𝑡
1, 𝑥

𝑡
2, ..., 𝑥

𝑡
𝑛, 𝑥

𝑡
𝑛+1) denote the

source sentence, where 𝑥𝑡0 and 𝑥
𝑡
𝑛+1 are the two special tokens. We

feed 𝑋 𝑡 into the BART encoder E𝑡 and obtain the source sentence
representation 𝑿𝑡 as follows:

𝑿𝑡 = E𝑡 (𝑋 𝑡 ), (3)

where 𝑿𝑡 = (𝒙𝑡0, 𝒙
𝑡
1, 𝒙

𝑡
2, ..., 𝒙

𝑡
𝑛, 𝒙

𝑡
𝑛+1), 𝒙

𝑡
𝑖
∈ R𝑑𝑡 denotes the repre-

sentation of the 𝑖-th token, and 𝑑𝑡 is the dimension of the token
representation.

4.3 Source Image Encoding
Source image encoding utilizes ViT [14] to transform the numerous
pixel values in the source image into few continuous representa-
tions, where the following three steps are involved.

First, in order to adapt the input format of ViT, we follow Doso-
vitskiy et al. [14] to flatten the 2D image 𝑋 𝑣 ∈ R𝐻×𝑊 ×𝐶 into a
sequence of patches 𝑋 𝑣𝑠𝑒𝑞 = (𝑥𝑣1 , 𝑥

𝑣
2 , ..., 𝑥

𝑣
𝑚) ∈ R𝑚×(𝑃2×𝐶 ) , where

𝐻 and𝑊 are the height and width of the image resolution respec-
tively, 𝐶 is the number of channels (usually equal to three), 𝑃2 is
the resolution of each patch, and𝑚 = 𝐻 ×𝑊 /𝑃2 is the resulting
number of patches.
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In the following, we add positional information to preserve the
structural relationship between patches. Specifically, similar to
BERT [13], we first pre-append a learnable embedding 𝒆𝑣0 ∈ R𝑑𝑒
which represents the whole image. Then, the position embeddings
𝑬𝑝𝑜𝑠 ∈ R(𝑚+1)×𝑑𝑒 are added to acquire the image embeddings 𝑬𝑣
as follows:

𝑬𝑣 = (𝒆𝑣0,𝑾𝑒𝑥
𝑣
1 ,𝑾𝑒𝑥

𝑣
2 , ...,𝑾𝑒𝑥

𝑣
𝑚) + 𝑬𝑝𝑜𝑠 , (4)

where𝑾𝑒 ∈ R𝑑𝑒×(𝑃2×𝐶 ) denotes the linear transformation matrix
for the dimensional alignment, and 𝑑𝑒 is the embedding dimension.

Finally, we feed the image embeddings 𝑬𝑣 into ViT to obtain the
image representations 𝑿 𝑣 as follows:

𝑿 𝑣 = E𝑣 (𝑬𝑣), (5)

where 𝑿 𝑣 = (𝒙𝑣0 , 𝒙
𝑣
1 , 𝒙

𝑣
2 , ..., 𝒙

𝑣
𝑚), 𝒙𝑣

𝑗
∈ R𝑑𝑣 denotes the representa-

tion of the 𝑗-th patch, E𝑣 denotes ViT, and 𝑑𝑣 is the dimension of
the patch representation.

4.4 Trade-Off within Visual Information
To avoid the potential over-preservation and over-compression
problems, we expect to maximally compress the task-irrelevant
visual information while preserving the task-relevant visual infor-
mation as much as possible. To this end, we resort to Information
Bottleneck (IB) to balance the trade-off between the aforementioned
two types of visual information. Formally, we aim to minimize the
IB-based objection function as follows:

L𝐼𝐵 = 𝛼𝐼 (𝒁 ;𝑿 𝑣) − 𝛽𝐼 (𝒁 ; 𝒀 ), (6)

where 𝒁 denotes the minimal sufficient statistics of the source im-
age 𝑿 𝑣 with respect to the target summary 𝒀 . 𝛼, 𝛽 are the hyperpa-
rameters controlling the extent of compressing the task-irrelevant
visual information as well as preserving the task-relevant visual
information, respectively.

Since the traditional IB cannot perform general gradient back
propagation, we utilize variational encoding to apply IB to deep
neural networks. Moreover, since accurate mutual information
estimation is intractable, we optimize the above objective function
by minimizing the upper bound of 𝐼 (𝒁 ;𝑿 𝑣) and maximizing the
lower bound of 𝐼 (𝒁 ; 𝒀 ) via variational approximation, respectively.
In the following, we will first introduce the variational encoding
of the source image, and then detail the approximation of the two
mutual information terms.

4.4.1 Variational Encoding. In order to apply the information bot-
tleneck to deep neural networks, we follow Alemi et al. [1] to
obtain the random variable of the source image with variational
inference [24]. To be specific, for the 𝑗-th patch of the source image,
its random variable 𝒛 𝑗 is obtained as follows:

𝝁 𝑗 =𝑾
𝜇

2 (𝜑 (𝑾
𝜇

1 𝒙
𝑣
𝑗 + 𝒃

𝜇

1 )) + 𝒃
𝜇

2 ,

𝝈 𝑗 =𝑾𝜎
2 (𝜑 (𝑾𝜎

1 𝒙
𝑣
𝑗 + 𝒃𝜎1 )) + 𝒃𝜎2 ,

𝒛 𝑗 ∼ N(𝝁 𝑗 , [𝑑𝑖𝑎𝑔(𝝈 𝑗 )]2),
(7)

where𝑾𝜇

1 ,𝑾
𝜇

2 ,𝑾
𝜎
1 ,𝑾

𝜎
2 and 𝒃𝜇1 , 𝒃

𝜇

2 , 𝒃
𝜎
1 , 𝒃

𝜎
2 are learnable parameters,

𝜑 (·) denotes the activation function, 𝝁 𝑗 ∈ R𝑑𝑣 and 𝝈 𝑗 ∈ R𝑑𝑣 are the
mean and variance of the Gaussian distributionN(𝝁 𝑗 , [𝑑𝑖𝑎𝑔(𝝈 𝑗 )]2),
and 𝒛 𝑗 is sampled from the above Gaussian distribution.

Since the general sampling process is not differentiable for gradi-
ent back propagation, we leverage the reparameterization trick [24]
to derive 𝒛 𝑗 as follows:

𝒛 𝑗 = 𝝁 𝑗 + 𝝈 𝑗 ⊙ 𝝐, 𝝐 ∼ N(0, 𝑑𝑖𝑎𝑔(𝑰 )), (8)

where 𝝐 ∈ R𝑑𝑣 is sampled from the standard Gaussian distribution,
and ⊙ denotes the Hadamard product.

Note that since 𝒙𝑣0 serves as the aggregated representation of
the whole image, we utilize its sampled representation 𝒛0 as the
variational representation of the source image 𝒁 ∈ R1×𝑑𝑣 .

4.4.2 Task-irrelevant Visual Information Compression. As 𝐼 (𝒁 ;𝑿 𝑣)
measures the quantity of information contained in 𝒁 about 𝑿 𝑣 , we
minimize its upper bound to compress the task-irrelevant visual
information. Specifically, we estimate the upper bound of 𝐼 (𝒁 ;𝑿 𝑣)
through Kullback-Leibler divergence with variational approxima-
tion [48] as follows:

𝐼 (𝒁 ;𝑿 𝑣)𝑈𝑝𝑝𝑒𝑟𝐵𝑜𝑢𝑛𝑑 = E𝑿 𝑣∼𝑝 (𝑿 𝑣 )
[
D𝐾𝐿

[
𝑞(𝒁 |𝑿 𝑣) | |𝑟 (𝒁 )

] ]
, (9)

where𝑞(𝒁 |𝑿 𝑣) denotes the approximated posterior distribution cal-
culated by the variational encoding, and 𝑟 (𝒁 ) is the approximation
of the marginal distribution 𝑝 (𝒁 ).

Following Kingma and Welling [24], we assume 𝑟 (𝒁 ) as the
standard Gaussian distribution. Consequently, the upper bound of
𝐼 (𝒁 ;𝑿 𝑣) can be reformulated as follows:

𝐼 (𝒁 ;𝑿 𝑣)𝑈𝑝𝑝𝑒𝑟𝐵𝑜𝑢𝑛𝑑 =

E𝑝 (𝑿 𝑣 )
[
D𝐾𝐿

[
N(𝝁, [𝑑𝑖𝑎𝑔(𝝈)]2) | |N (0, 𝑑𝑖𝑎𝑔(𝑰 ))

] ]
,

(10)

where N(𝝁, [𝑑𝑖𝑎𝑔(𝝈)]2) is derived from 𝑞(𝒁 |𝑿 𝑣) through varia-
tional encoding, and N(0, 𝑑𝑖𝑎𝑔(𝑰 )) refers to the standard Gaussian
distribution.

4.4.3 Task-relevant Visual Information Preservation. As 𝐼 (𝒁 ; 𝒀 )
measures the quantity of information contained in 𝒁 about 𝒀 , we
maximize its lower bound to preserve the task-relevant visual in-
formation. Following Velickovic et al. [58], a discriminator is built
to estimate the lower bound of 𝐼 (𝒁 ; 𝒀 ) as follows:
𝐼 (𝒁 ; 𝒀 )𝐿𝑜𝑤𝑒𝑟𝐵𝑜𝑢𝑛𝑑 = E𝒁∼𝑞 (𝒁 |𝑿 𝑣 ),𝒀∼𝑝 (𝒀 ) log𝐷 (𝒁 , 𝒀 )

+ E𝒁∼𝑞 (𝒁 |𝑿 𝑣 ),𝒀̃∼𝑝 (𝒀̃ ) log(1 − 𝐷 (𝒁 , 𝒀̃ )), (11)

where 𝐷 denotes the discriminator which measures the consistency
between the learned visual information and the target summary.
(𝒁 , 𝒀 ) refers to the representation of the positive sample which
is constructed by the pair of (source image, target summary), i.e.
(𝑋 𝑣, 𝑌 ). Meanwhile, (𝒁 , 𝒀̃ ) refers to the representation of the neg-
ative sample, where 𝑌̃ is different from 𝑌 .

Here, we detail the construction of the negative samples. In-
tuitively, negative samples could be constructed via the in-batch
random negative sampling. For the 𝑖-th positive sample (𝑋 𝑣

𝑖
, 𝑌𝑖 ),

the in-batch random negative sampling replaces 𝑌𝑖 with 𝑌𝑗 ( 𝑗 ≠ 𝑖),
which is the target summary of different instances in the same batch.
So the negative sample is built as (𝑋 𝑣

𝑖
, 𝑌𝑗 ). For each positive sample,

the in-batch random negative sampling can be operated multiple
times, resulting in multiple negative samples for the positive sample.
However, since 𝑌𝑗 expresses completely different semantics from
𝑌𝑖 , it is difficult for the model to learn how to distinguish between
the source sentence and the target summary, which is required
for the summary generation. Hence, we explore the hard negative
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sampling strategy, where the source sentence serves to build the
negative sample (𝑋 𝑣, 𝑋 𝑡 ).

To obtain the representations of the positive and negative sam-
ples, we use the variational encoding described in Sec. 4.4.1 to
encode the image part and the same encoder as in Eq. (3) to en-
code 𝑌 and 𝑌̃ . Since the shape of 𝒀 ∈ R(𝑙+1)×𝑑𝑡 varies with 𝑙 , we
employ the pooling operation to simplify the calculation of the
discriminator as follows:

𝐷 (𝒁 , 𝒀 ) = 𝜑 (𝑾 (𝒁 ⊕ Pooling(𝒀 )) + 𝒃), (12)

where𝑾 , 𝒃 denote the learnable parameters, 𝜑 (·) and ⊕ denote the
activation function and the concatenation operation, respectively.

Therefore, the lower bound of 𝐼 (𝒁 ; 𝒀 ) could be maximized using
the binary cross entropy.

4.5 Summary Generation
To fuse the semantics of textual and visual modalities, we concate-
nate representations of the source sentence 𝑿𝑡 and the learned
visual information 𝒁 as the final input representation 𝑿 as follows:

𝑿 = [𝑿𝑡 ⊕ 𝒁 ], (13)

where ⊕ denotes the concatenation operation.
Since the summary is generated in an auto-regressive manner,

we feed𝑿 obtained in Eq. (13) and all previous tokens𝑦1, 𝑦2, ..., 𝑦𝑘−1
into the BART [28] decoderD to generate the 𝑘-th token as follows:

𝒑̂𝑘 = D(𝑿 , 𝑦1, 𝑦2, ..., 𝑦𝑘−1), (14)

𝑦𝑘 = 𝑉 [argmax(𝒑̂𝑘 )], (15)
where 𝒑̂𝑘 ∈ R |𝑉 | denotes the token distribution on the vocabulary
𝑉 of the 𝑘-th token in the generated summary, and 𝑦𝑖 denotes the
𝑖-th token in the generated summary.

4.6 Model Training
We adopt the negative log likelihood to supervise the training of
the summary generation, which could be formulated as follows:

L𝑁𝐿𝐿 = −1
𝑙

𝑙∑︁
𝑘=1

log(𝒑̂𝑘 (𝑦𝑘 )), (16)

where 𝑙 is the length of the generated summary, 𝒑̂𝑘 is calculated in
Eq. (14), and 𝑦𝑘 denotes the 𝑘-th token in the target summary.

Finally, we combine the objective function of summary gen-
eration and the trade-off within visual information for the final
objective function L as follows:

L = L𝑁𝐿𝐿 + L𝐼𝐵 . (17)

5 EXPERIMENT
In this section, we conduct experiments to validate the effectiveness
of our proposed method. Besides, a series of analyses and discus-
sions are performed to show how our proposed method works.

5.1 Settings
5.1.1 Dataset. We conduct experiments on the representativeMMSS
dataset [31], which contains 62,000/2,000/2,000 samples for the
train/validation/test set respectively. Each sample in the dataset is
a triplet, i.e. the source sentence, the source image, and the target
summary. Tab. 1 shows the length statistics of the textual modality.

Table 1: Length statistics. The format of Avg (Min, Max)
displays the average, minimum, and maximum number of
words in the source sentence and target summary.

Dataset Source Sentence Target Summary

Train 21.68 (11, 63) 7.72 (2, 25)
Validation 24.36 (11, 47) 7.68 (3, 17)

Test 22.97 (11, 51) 7.67 (3, 24)

5.1.2 Evaluation Metrics. Following previous studies [31, 33, 40,
59], we adopt Rouge-1, Rouge-2, and Rouge-L [39] as primary met-
rics. Since there is currently only one dataset available, following
Xiao et al. [59], we additionally employ BLEU [47], BertScore [66],
and MoverScore [67] as supplementary metrics for a comprehen-
sive evaluation. Specifically, for the generated summary and the
target summary, Rouge is a recall-oriented metric that measures the
overlapping of content between them; BLEU is a precision focused
metric that measures the overlapping of n-gram between them;
BertScore is a model based metric that measures the similarity be-
tween them by calculating the maximal cosine similarity greedily
on token embeddings from RoBERTa [42]; MoverScore is also a
model based metric that uses Word Mover’s Distance [27] acting on
n-gram embeddings from DistilBERT [53] to measure the semantic
distance between them. Note that we adopt Rouge-2 as the metric
to determine the optimal model during the training phase.

5.1.3 Implementation Details. We use BART-base1 to initialize
both the textual encoder and the decoder. ViT-base2 is utilized
as the initialization of the visual encoder, where the image resolu-
tion is resized to 224 × 224 in advance, and the resolution of each
patch 𝑃2 is set to 322, resulting in the number of patches being
49. The dimension of the token representation 𝑑𝑡 and the patch
representation 𝑑𝑣 are both 768. We adopt the Grid Search strategy
to determine the optimal values of the hyperparameters 𝛼 and 𝛽

in L𝐼𝐵 . Specifically, we search for 𝛼 among the values of {0.05,
0.075, 0.1, 0.125} and for 𝛽 among the values of {1.0, 1.5, 2.0, 2.5}.
Ultimately, the optimal values of 𝛼, 𝛽 are 0.075, 2.0 respectively.

During the training phase, we set the batch size to 16 and utilize
AdamW optimizer [43] with the learning rate of 5e-6 for 50 epochs
of training. During the testing phase, we utilize the Beam Search
strategy with the beam size of 10 to generate the summary.

5.2 Baselines
To validate the effectiveness of our proposed method, we choose
four series of baselines for comparison.

Text-only baselines perform MMSS using the textual modality
solely without the source image. Lead simply uses the first eight
words of the source sentence as the generated summary. Com-
press [12] uses integer linear programming to compress the source
sentence based on the syntactic structure. ABS [51] derives the
summary using an attentive CNN-based encoder and a neural lan-
guage model based decoder. SEASS [70] summarizes the source
sentence via textual selective encoding.

1https://huggingface.co/facebook/bart-base
2https://huggingface.co/google/vit-base-patch32-224-in21k
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Table 2: Main results of the primary metrics. The results
marked with † and ‡ are provided by Li et al. [31] and Lin
et al. [40], respectively.

Method Rouge-1 Rouge-2 Rouge-L

Lead† 33.64 13.40 31.84
Compress† 31.56 11.02 28.87
ABS† 35.95 18.21 31.89
SEASS† 44.86 23.03 41.92

Multi-Source† 39.67 19.11 38.03
Doubly-Attentive† 41.11 21.75 39.92
VG-BART‡ 51.02 27.80 48.13

MAtt 47.28 24.85 44.48
CFSum 47.86 25.64 44.64

TGSMR 48.19 25.64 45.27
BART-MMSS 52.15 29.22 49.24

T3 (ours) 53.71 30.96 50.62
Δ 2.99%↑ 5.95%↑ 2.80%↑

Vanilla baselines directly inject visual information to enhance
the semanticswithout taking the task-relevance and task-irrelevance
into account. Multi-Source [37] is a generative method with hi-
erarchical attention mechanisms. Doubly-Attentive [6] utilizes a
doubly-attentive mechanism to model the visual information. VG-
BART [63] uses BART [28] as the backbone with attention-based
add-on layers to incorporate the visual information.

Compressing task-irrelevant visual information baselines
solely focus on compressing the task-irrelevant visual information,
disregarding the preservation of the task-relevant visual informa-
tion.MAtt [31] proposes a hierarchical attention mechanism for
visual information filtering. CFSum [59] filters the interferential
visual information according to the consistency between textual
and visual modalities.

Preserving task-relevant visual information baselines only
preserve the task-relevant visual information, while neglecting the
compression to the task-irrelevant visual information. TGSMR [33]
designs the visual selective gates to capture semantic clues from
three levels. BART-MMSS [40] uses the prompt-guided encoding
to capture the critical information from the source image.

5.3 Main Results
Tab. 2 and Tab. 3 present the overall results on the primary and
supplementary metrics respectively. In both tables, the best and
suboptimal results are displayed in bold and underline, and the
bottom row (Δ) shows the relative improvement of our proposed
method over the strongest baseline BART-MMSS. The 𝑝-value of
the significant test between our proposed method and the strongest
baseline BART-MMSS is less than 0.05.

From Tab. 2, we can observe that: (1) The latter two series of base-
lines generally outperform the vanilla baselines. This phenomenon
indicates that compressing the task-irrelevant visual informa-
tion and preserving the task-relevant visual information are
both efficacious for performance improvement in MMSS. (2)
T3 leads the baselines that either compress the task-irrelevant visual
information or preserve the task-relevant visual information by

Table 3: Main results of the supplementary metrics.

Method BLEU BertScore MoverScore

CFSum 48.83 86.98 32.36

BART-MMSS 55.52 90.83 61.09

T3 (ours) 59.68 91.99 63.96
Δ 7.49%↑ 1.28%↑ 4.70%↑

miles. This phenomenon highlights the importance of modeling
the two aspects of visual information from a holistic per-
spective to achieve a balance between them. (3) T3 achieves
the state-of-the-art performance on primary metrics over all
baseline methods. Particularly, T3 is far ahead of the strongest
baseline BART-MMSSwith improvements of 2.99%, 5.95%, and 2.80%
on Rouge-1, Rouge-2, and Rouge-L, respectively. This verifies the
effectiveness of our proposed method once again.

Following Xiao et al. [59], we further assess our proposedmethod
on supplementary metrics. We employ CFSum as a baseline since
it is the only one providing the results of supplementary metrics.
Besides, to compare T3 with the strongest baseline BART-MMSS,
we reproduce BART-MMSS using its official implementation and
calculate the correspondingmetrics. We present the results in Tab. 3,
where T3 surpasses BART-MMSS with relative improvements of
7.49%, 1.28%, and 4.70% on BLEU, BertScore, and MoverScore, re-
spectively. This phenomenon is consistent with what we observed
in Tab. 2 and reveals the superiority of our proposed method.

5.4 Ablation Study
Following previous studies [40, 59], we conduct the ablation study
on the test set to evaluate the effectiveness of each component of
our proposed method. Tab. 4 shows the results and we have the
following analyses: (1)w/o Com.: We remove the task-irrelevant vi-
sual information compressionmodule to prove its effectiveness. The
decrease in performance highlights the significance of filtering out
the task-irrelevant visual information. (2)w/o Pre.: To confirm how
the preservation of the task-relevant visual information influences
the generated summary, we remove the corresponding module. The
decline in performance demonstrates the importance of the task-
relevant visual information preservation. (3) w/o Com. & Pre.: We
remove the trade-off within visual information where the image
information is injected directly. We notice that the performance
drops more severely than removing the module of compression
or preservation individually. This phenomenon emphasizes the
significance of considering both categories of visual information
simultaneously in MMSS. (4) w/o image: To verify the importance
of visual information, we black out the source image to achieve the
goal of removing visual modality without altering the model archi-
tecture. The performance drop indicates that visual information
could enhance the semantics in MMSS. One might wonder why
the performance decline of w/o image is relatively moderate. We
attribute it to the fact that with the merit of Information Bottleneck,
the blacked-out image is learned as the prompt which helps to
refine the crucial semantics for MMSS. (5) w/o hard negative: To
explore the effect of our proposed hard negative sampling strategy,
we replace it with the in-batch random negative sampling. The
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Table 4: Ablation study results, where Com. and Pre. are short for the Compression of the task-irrelevant visual information
and the Preservation of the task-relevant visual information, respectively.

Method Rouge-1 Rouge-2 Rouge-L BLEU BertScore MoverScore

T3 53.71 30.96 50.62 59.68 91.99 63.96

w/o Com. 52.70 29.54 49.57 59.28 91.83 63.64
w/o Pre. 53.28 30.44 50.19 59.28 91.92 63.86
w/o Com. & Pre. 52.26 29.27 49.12 58.42 91.76 63.40
w/o image 53.46 30.49 50.30 59.52 91.94 63.88
w/o hard negative 53.27 30.25 50.32 59.02 91.93 63.73

(a) The control of compressing task-irrelevant visual information. (b) The control of preserving task-relevant visual information.

Figure 3: Visual Information Trade-Off Analysis. The red triangle marks the highest point in each line chat.

decrease in performance reflects the effectiveness of our proposed
negative sampling strategy to boost performance.

Above experiments verify the effectiveness of each component
in T3, revealing the design rationality of our proposed method3.

5.5 Visual Information Trade-Off Analysis
We analyze the trade-off within visual information by controlling
the two coefficients, 𝛼 and 𝛽 , inL𝐼𝐵 . Since the optimal performance
of the model is achieved with 𝛼 = 0.075 and 𝛽 = 2.0 (see Sec. 5.1.3
for details), we vary the values of either 𝛼 or 𝛽 to explore the
performance variance. Specifically, to examine the compression
of the task-irrelevant visual information, we vary 𝛼 from 0.05 to
0.125 in steps of 0.025 while keeping 𝛽 at 2.0. Similarly, we vary 𝛽

from 1.0 to 2.5 in steps of 0.5, with 𝛼 fixed at 0.075, to investigate
the preservation of the task-relevant visual information. We show
the results in Fig. 3 and have the following analyses: (1) Despite
the performance fluctuations with different values of 𝛼 and 𝛽 , our
proposed method, T3, produces performance superior to both of
them. This phenomenon reflects the importance to compress the
task-irrelevant and preserve the task-relevant visual information. (2)
The performance could vary with the values of 𝛼 and 𝛽 obviously.
This demonstrates the significance of finding a decent balance
between the compression of the task-irrelevant and the preservation
of the task-relevant visual information.

3Due to the unique characteristics of different evaluation metrics, the absolute values
of the differences on different evaluation metrics in the ablation study vary in order of
magnitude, which is consistent with Xiao et al. [59].

5.6 Negative Sampling Analysis
To further explore the effectiveness of our proposed negative sam-
pling strategy, we replace it with the in-batch random negative
sampling. Specifically, with the source image and its corresponding
target summary as the positive sample, the in-batch random nega-
tive sampling constructs the negative samples using the source im-
age and target summaries of other in-batch instances (see Sec. 4.4.3
for details). Since the batch size is 16, the maximum multiple of
negative samples to positive samples is set to 8. The comparison
between the hard negative sampling and the in-batch random neg-
ative sampling with 1, 2, 4, and 8 multiples of negative samples is
shown in Fig. 4. We can find that: (1) Using the in-batch random
negative sampling, the performance follows a trend of decrease-
then-rise with the increasing multiples of negative samples. We
attribute this to the limitation of using the in-batch random neg-
ative samples to model the distinction between the source and
the target. Specifically, since target summaries of other instances
express completely different semantics with the target summary,
it is hard for the model to learn how to retain the essential need
for the summary generation. For this reason, it needs to increase
the number of negative samples to provide sufficient semantics to
drive the model optimization. (2) Hard negative sampling excels
the in-batch random negative sampling consistently. We believe
this is due to the use of the source sentence to construct negative
samples, which may help to refine the vital information required
for summary generation. This phenomenon not only verifies the
effectiveness of the hard negative sampling, but also shows the
efficiency of our proposed negative sampling strategy.
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Figure 4: Comparison of different negative sampling strate-
gies. The values on the horizontal axis denote the multiples
of negative samples relative to positive samples. The red star
marks the result obtained with the hard negative sampling,
while the blue line shows the results derived with the in-
batch random negative sampling.

5.7 Comparison with VLP-based and
MLLM-based Methods

Due to the success of Vision-Language Pre-training (VLP) [8] and
Multimodal Large Language Model (MLLM) [29] in various multi-
modal tasks, we additionally compare our proposed method with
VLP-based and MLLM-based methods.

For VLP-based methods, we explore two methods based on typ-
ical VLP models. UniG [59] is the variant of CFSum. It directly
utilizes UNITER [11], a VLP model with strong multimodal under-
standing ability, as its encoder. BLIP-MMSS finetunes BLIP [34],
a VLP model with powerful generation capability for multimodal
tasks such as image caption, for MMSS. As for the MLLM-based
method, we employ LLaVA-v1.5 [41], which is the top-ranked open
source MLLM in various evaluation benchmarks, for the compar-
ison. To maintain the comparability in terms of parameters with
other methods as much as possible, we choose LLaVA-v1.5-7B as
it is the smallest size of LLaVA-v1.5. As the performance of few-
shot In-Context Learning [5] is highly sensitive to the selection of
demonstrations [68], and even the order of demonstrations [50, 68],
we leave the few-shot scenario for future work, and prompt LLaVA-
v1.5 for MMSS in a zero-shot manner with the following prompt:

<Source Image>
Source Sentence: <Source Sentence>
Please provide a summary based on the above source image and
the above source sentence. Please note that the summary should
reflect the main idea of the source sentence with reference to
the source image. The length of the summary should be shorter
than the length of the source sentence.
Summary:

Reading from Tab. 5, we have the following findings: (1) VLP-
based methods lead MLLM-based method by a large margin on all
metrics. We believe this is because VLP-based methods benefit from
the finetuning. This indicates that there is still a long way to go
before MLLM can be directly adopted for MMSS. (2) BLIP-MMSS is
comprehensively superior to UniG on all metrics, suggesting that
VLP models that value generation ability are more appropriate for

Figure 5: Human evaluation results.

MMSS than those pay attention to understanding capability. (3)
Our proposed method obviously excels both VLP-based and MLLM-
based methods. We attribute this to the fact that both VLP and
MLLM mainly focus on the visual modality, leading to relatively
poor performance.

5.8 Human Evaluation
In order to evaluate the generated summary with accordance to
human preference, human evaluation is performed based on the
following three dimensions [16, 26]:

• Consistency assesses the factivity between the generated sum-
mary and the source sentence and image. The score will be pe-
nalized when the generated summary contains hallucinated facts
that are not entailed by the source sentence and image.

• Fluency measures whether the generated summary follows the
rules of the language. When the generated summary contains
fewer grammar errors, it receives a higher fluency score.

• Relevance refers to the relevance between the generated sum-
mary and the target summary. When the generated summary
contains less irrelevant contents while missing fewer relevant
contents, it gets a higher relevance score.

Specifically, we first randomly sample 50 samples from the test
set. Then, three experts are asked to perform the human evaluation.
Each dimension is scored using the five-point Likert scale [38]
with integers ranging from 1 to 5, where the better the quality
of the generated summary, the higher the score. Note that the
generated summary will receive a full score when it is exactly the
same as the target summary. Lastly, we average the scores of the
three experts to get the final score. Following Fabbri et al. [16], we
compute the Krippendorff’s alpha [25] and achieve 0.52, 0.49, and
0.54 on consistency, fluency, and relevance, respectively, reflecting
a reasonable inter-annotator agreement of the human evaluation.

We compare our proposed method with the strongest baseline
BART-MMSS and two MLLM-based methods: LLaVA-v1.5 and
GPT-4V(ision) [46]. We prompt GPT-4V using the same settings
as LLaVA-v1.5 (see Sec. 5.7 for details) and conduct the experiment
via the official ChatGPT webpage.

Fig. 5 presents the results and we have the following analyses: (1)
T3 outperforms the strongest baseline BART-MMSS in all three di-
mensions, which once again confirms the effectiveness of balancing
the trade-off within visual information from a holistic perspective.
(2)T3 surpasses both twoMLLM-based methods on consistency and
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Table 5: Comparison with VLP-based and MLLM-based methods.

Method Rouge-1 Rouge-2 Rouge-L BLEU BertScore MoverScore

UniG 46.22 24.28 43.47 46.85 86.57 30.95
BLIP-MMSS 48.43 26.76 45.85 52.86 91.05 62.32

LLaVA-v1.5 10.43 1.93 9.63 15.03 84.31 52.17

T3 53.71 30.96 50.62 59.68 91.99 63.96

Source Sentence: a bus overturned and crashed in southwestern zimbabwe, kill-
ing ## people and injuring at least ##, police said thursday.
Target Summary: sixteen die in bus crash in zimbabwe

: bus crash kills ## in zimbabwe
Rouge-1: 66.67   Rouge-2: 36.36   Rouge-L: 66.67
w/o Com.: bus overturns in southwestern zimbabwe killing ##
Rouge-1: 46.15   Rouge-2: 0.00     Rouge-L: 46.15

Source Image

Source Image Source Sentence: india defeated nigeria #-# on saturday to enter the semifinals 
of the men's field hockey competition of the afro-asian games.
Target Summary: india beats nigeria #-# in afro-asian games men's field hockey

: india enters afro-asian games men's field hockey semis
Rouge-1: 70.00   Rouge-2: 55.56   Rouge-L: 70.00
w/o Pre.: india reaches afro-asian games semifinals
Rouge-1: 37.50   Rouge-2: 14.29   Rouge-L: 37.50

Figure 6: Case study, where Com. and Pre. are short for the Compression of the task-irrelevant visual information and the
Preservation of the task-relevant visual information, respectively.

relevance, but is slightly inferior on fluency. We attribute this phe-
nomenon to two aspects. One is that with the merit of large-scale
pre-training, MLLMs maintain strong natural language generation
ability, resulting in superb performance on fluency. The other is
that MLLMs pay excessive attention to the image. Specifically, the
summaries generated by MLLM-based methods tend to describe the
image rather than sketch the source sentence, thereby losing the
semantics of the source sentence. As a result, MLLM-based methods
fall short in the consistency and relevance.

Overall, the human evaluation demonstrates the superiority of
our proposed method.

5.9 Case Study
To provide an intuitive understanding of how our proposed method
balances the trade-off between the task-relevant and task-irrelevant
visual information, we show some cases between our proposed
method and its variants in Fig. 6.

In the upper half of Fig. 6, we present the case of w/o Com.,
which removes the compression of the task-irrelevant visual infor-
mation in T3. We can see that w/o Com. produces the summary
with a redundant term ‘overturns’, while T3 generates the sum-
mary as concise as the target summary. This intuitively reflects the
necessity of compressing the task-irrelevant visual information.

In the lower half of Fig. 6, we show the case of w/o Pre., which
removes the preservation of the task-relevant visual information in
T3. It can be observed that w/o Pre. eliminates the visual elements
‘male player’ and ‘hockey stick’, resulting in the absence of the
significant terms ‘men’ and ‘hockey’ in the generated summary.

As for T3, these important details are retained. This phenomenon
intuitively demonstrates the importance of preserving the task-
relevant visual information.

To sum up, with the trade-off within visual information, the sum-
mary generated by T3 encompasses the necessary factors while
eliminating the redundancy. The above cases highlight the impor-
tance of the trade-off within visual information and verify the
effectiveness of our proposed method again.

6 CONCLUSION
In this paper, we propose an elegant method, T3, for MultiModal
Sentence Summarization (MMSS). Considering the issues of over-
preservation and over-compression of visual information in MMSS,
we resort to Information Bottleneck (IB) for an effective solution.
Specifically, with the two mutual information terms in IB collab-
orating with each other, our proposed method could acquire the
visual representation that maximally compresses the task-irrelevant
visual information while preserving the task-relevant visual infor-
mation as most. Experiments on the representative MMSS dataset
show that our proposed method is far ahead of all competitive base-
line methods, and extensive analyses are performed to confirm the
effectiveness of our proposed method.
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